Nested sequences of period-adding stability phases in a CO$_2$ laser map proxy
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**A B S T R A C T**

We report the discovery of wide nested sequences of period-adding complexification routes spawning the whole control parameter space of the Hénon map, a discrete-time proxy of single-mode loss-modulated CO$_2$ lasers. For a realistic map, the new adding routes found reproduce analogous phenomena previously observed in continuous-time differential equations describing, for instance, oscillatory phases in an enzyme reaction model. In contrast to differential equations, the map is analytically tractable to a large extent, and provides a prototypic framework to investigate intricate features of generic dissipative flows.

Fig. 1 shows a representative example of a parameter window containing nested spike-adding colorful sequences of stability phases computed for Olsen’s flow. From this figure one recognizes that stability phases accumulate in several different ways, extending as far as the eye can discern. The characteristic signature underlying Fig. 1 is that the stability phase with largest volume between the phases with 4 and 5 spikes is a 9-spikes phase, the largest phase between 9 and 4 spikes contains 13 spikes, etc.

The purpose of this paper is to report the observation of a nested period-adding phenomenon in a mapping, a discrete-time analog of the nested spike-adding scenario observed in Olsen’s flow. Note that discrete-time dynamical systems do not displays spikes and this is the reason for the distinct name. We found period-adding in a familiar and well-studied discrete-time dynamical system, namely the two-dimensional smooth dissipative Hénon map which, among other things, is a discrete-time proxy of single-mode loss-modulated CO$_2$ lasers [13–16]. More specifically, we report detailed stability charts for the weak dissipative $|b| \to 1$ Hamiltonian limits of the Hénon map

$$x_{n+1} = a - x_n^2 + by_n, \quad y_{n+1} = x_n. \quad (1)$$

Interesting results regarding period-adding in piecewise non-smooth maps having two discontinuities have been reported by Tramontana et al. [17], and in the references therein. In sharp contrast, the Hénon map studied here is smooth and has no critical points [18].

The Hénon map ranks among the most widely studied systems which exhibit strange attractors and chaotic behaviors. It was orig-
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Finally introduced as a simplified version of the celebrated Lorenz 1963 model of atmospheric convection [1–4]. The map was found to reproduce strikingly well stability diagrams obtained from differential equations representing the standard four-level model of a CO₂ laser with modulated losses [13–16]. For a recent survey see, e.g. Ref. [19]. Appealing physical interpretations of Hénon’s map were given by Heagy [20]. The control parameter space of the map is known to display several regularities [11]. Additional properties of the Hénon map were also extensively discussed in the last publication of Lorenz [21], considered one of the founding fathers of chaos theory [22]. Before starting, we mention that the Hamiltonian limit was already explored for another familiar map, namely for a kicked rotor [23].

Theoretically, a startling novelty is to observe the ubiquitous presence of adding-cascades in a system with no critical points [18], which are normally used to classify stability properties of dynamical systems [1–4]. The dissipation strength in Eq. (1) is controlled by the Jacobian –b, which varies in the interval –1 ≤ b ≤ 1. Stability charts are already available [11] for the region of strongest dissipation, roughly long the stripe –0.6 ≤ b ≤ 0.8. In this region one finds a wide chaotic phase containing many regularities embedded in it like, e.g. shrimp cascades [11,21]. As it may be seen from Figs. 1 –3 in Ref. [11], the wide phase of chaos, the white region seen here at the center of Fig. 2, is crisscrossed by numerous long and narrow stripes of stable periodic oscillations whose origin and organization does not seem to have been ascertained yet. As shown below, we find such narrow stripes to originate from the Hamiltonian limits of the map, namely from the limits b → ±1. Therein lies the rub: These limits are notoriously difficult to handle because the vanishing dissipation implies an ever growing multi-stability and a large increase of the transient times needed to reach

Fig. 1. Spike-adding sequences of stability phases observed in a the k₁ and k₂ control plane of a flow system, namely in the differential equations of Olsen’s enzyme reaction [8]. Black denotes chaos, colors indicate periodic oscillations. The phase with largest volume between the phases with 9 and 4 spikes contains 9 + 4 = 13 spikes, then 13 + 4 = 17, 17 + 4 = 21 spikes, etc extending as far as the eye can discern. For selected phases, numbers indicate the number of spikes (local maxima) per period of the oscillations, plotted recycling colors modulo 19. This figure displays 1200 × 1200 parameter points.

and distinguish asymptotic attractors unambiguously. The Hamiltonian limit is where every initial condition turns into an individual attractor and, therefore, where the number of attractors grows without bound [23–25].

Before proceeding, we mention that parameter charts with various degrees of accuracy and covering the full range –1 ≤ b ≤ 1 are
available in the literature, for instance in Refs. [26–28]. However, they consider at most periods \( k = 7 \). Below we report systematic results for substantially larger periods.

2. Period-adding in the Hénon map

Fig. 2 shows a global view of the control parameter space of the Hénon map, indicating with colors the main features present in this phase diagram. The regions of premier interest to us are basically those contained in the three boxes B1–B3 shown magnified below in Figs. 3 and 4. As in Ref. [11], colors in these figures refer to the asymptotic periodicity of the oscillations recorded for each point \((a, b)\). In Figs. 2–4, the \( a \times b \) control plane is seen to be riddled with multistability, namely with stripes or, equivalently, with phases displaying the overlap of two or more colors, a clear indication of the existence of more than one stable asymptotic oscillation for a given parameter point \((a, b)\). To increase the information content of the phase diagram, in presence of multistability, the solution plotted in Fig. 2 (and all other ones below) is the one having the smallest basin of attraction in the parameter window considered. The smallest the basin, the higher the period.

The orbital periodicity is plotted on a discrete grid containing 1200 × 1200 equally spaced points \((a, b)\). For each point \((a, b)\), up to 150 × 150 = 22, 500 initial conditions \((x_0, y_0)\) covering suitable regions in phase-space were iterated for Eq. (1). In this way, basins of attraction and histograms classifying all coexisting orbits are produced. The largest period \( k \) found was then used to color the point \((a, b)\) in Fig. 2, according to the color table shown in the figure. Orbits having periods \( k > 19 \) are represented mod\( u\)ulo 19, namely by periodically recycling the 19 colors shown in the color table in the figure. Since the relative size of basins of attraction varies when parameters are changed, it was sometimes necessary to use finer initial conditions grids. For instance, near the non-dissipative limits \(|b| = 1\), grids containing up to 400 × 400 of \(1.6 \times 10^3\) initial conditions were considered. The investigation of the Hamiltonian limit is a computer intensive task, due to the significant increase of transients and multistability as \(|b| \rightarrow 1\).

As may be seen from Fig. 2, period-doubling cascades emerge to the right of the large period-one stability phase, in the direction of increasing \( a \). In addition to such phases characterized by period doubling, it is also possible to see many additional phases with the form of triangular stripes, originating from both limits \( b = 1 \) and \( b = -1 \). Each such phase has an individual period-doubling cascade which, however, becomes thinner and thinner very fast when \( a \) increases. A clear regular pattern in the organization of these triangular phases emerges when one considers as a reference point their leftmost points (the smaller \( a \)) along the \(|b| = 1\) lines. For example, looking at the bottom of Fig. 2, one sees that: i) The largest stability phase between the period-one and -two is a phase with period \( k = 1 + 2 = 3 \). ii) The largest stability phase between the period-one and -three is a phase with period \( k = 3 + 1 = 4 \). iii) The largest stability phase between of period-one and -four is a phase with period \( k = 4 + 1 = 5 \), and so on. Although in these examples one of the reference phases was always the period-one phase, the same rule remains valid for any arbitrary pairs of phases. For instance, on the top of Fig. 2 the largest phase between periods four and two has period \( k = 4 + 2 = 6 \). The period-ten phase is the largest one between period-eight and period-two phases, and so forth.

Figs. 3 and 4 show magnifications of the boxes B1–B3 in Fig. 2. From Figs. 3 and 4 one recognizes that the period-adding rule applies in general, namely that the largest stability phase between phases with periods \( k_1 \) and \( k_2 \) is a phase with period \( k = k_1 + k_2 \). This is the main message of this paper: period-adding cascades exist in profusion in the Hénon map.

As the period increases, notice that the phases start to overlap significantly and to converge to some accumulation point on the lines \(|b| = 1\). This makes visualization of the reference points of overlapping phases relatively difficult because, as explained above, the pictures are colored according to the orbit with largest periodicity. This overlapping between “main” phases is not to be confused with the overlapping of “subphases” and their corresponding main phases. We call subphases the structures that emerge between the reference point of a main phase and the reference point of the period-doubled phase that originates from it. Their periods are marked with red numbers in Fig. 3 and with white numbers in Fig. 4.

While two main phases may overlap only partially, a subphase is always contained entirely within its main phase. Although not visible in Fig. 2, subphases within a main phase may overlap each other as their period increases and they accumulate. Furthermore,
they also undergo a period-doubling cascade process, presenting “sub-subphases”. This organization scheme, as well as the period-adding rule, may be recognized at all “levels” in the control parameter space. An interesting open question is to determine whether or not the number of period-added phases is finite or not. To conclude this section, we mention that it is possible to define rotation numbers and to use them to establish a hierarchical structure among stability phases, similar to the hierarchy known for the Mandelbrot set. These results, however, are beyond the scope of the present work and will be reported elsewhere.

3. Basin of attraction in the Hamiltonian limits

Phase diagrams like the ones in Figs. 2–4 are usually computing by “following the attractor”, namely by starting numerical integrations from some selected parameters and using the numerical values of the variables obtained at the end of an integration as the initial values to start new calculations after incrementing a parameter of interest. This procedure tends to select initial conditions from a fixed basin of attraction, normally the basin with largest volume in phase space. However, this procedure does not work if one wishes to compute phase diagrams close to the Hamiltonian limit. That this is so may be appreciated from Figs. 5–7.

Fig. 5 presents a representative illustration of the changes undergone by the basins of attraction when \( a \) increases along a fixed (and arbitrary) value of \( b \) inside box B1, viz. \( b = 0.972 \). Basin colors where selected to maximize contrast in the figures and may differ from the colors used in Figs. 2–4. As seen from Fig. 2, along this line the period-adding cascades unfold against a background of period-two orbits. Therefore, to be able to display the period-adding cascades, we avoid plotting period-two orbits, and plot orbits with suitably higher periods. As one moves from \( a = 0.401 \)
(Fig. 2(a)) to the last panel for $a = 0.754$ (Fig. 2(i)), there is a strong reduction of the volume of all basins, e.g., the period-two basins decreases from 17.56% to 0.49%. The basin of the unbounded attractor at infinity (divergences) grows substantially, something that seems counterintuitive when contemplating the large and smooth extension of the period-one and period-two phases in Fig. 2. Thus, one sees that extra care is needed to make sure to select and plot the relevant basins in order to display the period-adding cascade.

Fig. 6 shows basins of attraction for nine values of $a$ along the line $b = -0.996$, inside box B3 in Fig. 4. Despite the fact that the magnitude of $b$ is now much closer to 1 than in Fig. 5, the basin volumes remain much more constant, in sharp contrast to what is seen in Fig. 5. When compared with Fig. 5, the main changes occur in the periods and shapes of the basins which coexist with periods one and two. While these two basin keep their volumes relatively constant, the volume of the basins embedded in them vary considerably. Although all basins in Figs. 5 and 6 are clearly fractal, the period-two "core" of the basins in Fig. 6(d) and (e) are smooth, with fractality showing up only as outer filaments. In other words, their cores do not contain other basins embedded in them.

Finally, Fig. 7 shows successive magnifications of the basin obtained for $a = -0.44$ and $b = -0.99999$, a magnitude much closer to 1 as before. The individual panels where computed after discarding $2.7 \times 10^6$ initial iterates, regarded as transient needed to come close to the asymptotic attractors. An exception is Fig. 7(f) where transients of $4 \times 10^7$ initial iterates were discarded. As it is clear from this figure, the number of distinct attractors seems to be growing without bound as $b \to -1$. Indeed, in this limit the basins of attraction already show great similarity with the familiar phase-space diagrams of Hamiltonian systems. Again, this behavior seen in Fig. 7 emphasizes the need for special care when following the impact of parameter changes in this complex limit.
4. Conclusions and outlook

In summary, this work describes the discovery of wide nested sequences of period-doubling complexification routes spanning the control parameter space of the Hénon map, a discrete-time proxy of single-mode loss-modulated CO₂ lasers. For a realistic and smooth map, the new adding routes being reported reproduce analogous phenomena observed previously in continuous-time differential equations which describe, for instance, the oscillatory phases of an enzyme reaction model. All structures described in this work are stability phases and, therefore, are directly accessible to experimental observation. While period-doubling has been extensively studied during the last four decades, period-doubling and the possibility of other routes to complex oscillations have not yet received much attention. The discovery of period-doubling in the Hénon map augments significantly the knowledge about the organization of periodic orbits supported by a popular map that has been under close scrutiny for so long.

An interesting open problem is to study the organizational structure of the branching of attractors and basins as one approaches the Hamiltonian limit. Here we investigated the systematic organization of the attractors having the next-to-largest basins of attraction. But what sort of regular organizations lie beneath the immense set of additional basins which emerge more and more as we march steadily towards |b| = 1? How are such organizations interrelated? A startling and enticing theoretical aspect of the Hénon map is the possibility to study the ubiquitous presence of period-doubling cascades in a system without critical points [18], the points invariably used to classify stability properties of dynamical systems [1–4].

Additional interesting open problems are the following. First, to understand the dynamical origin and the differences, if any, that give rise to the nose N and antinose A [11], the two most salient vertices [12] located on the outer boundary of the white phase of chaos seen in Fig. 2. Second, to find the reason for the presence of the wide gap seen in Fig. 2 between boxes B2 and B3, and where apparently no stability windows exist. Are such very salient features arising because of an accumulation of stability boundaries? Third, to discover why box B1 in Fig. 3 seems to contain only phases with even periods. Fourth, are there boundary points belonging simultaneously to five distinct stability phases, like the quint points recently discovered in a flow governing a driven Belousov–Zhabotinsky reaction [29]?

The Hénon map is analytically tractable to a large extent, and opens the possibility to investigate intricate and unexplored features in both maps and dissipative flows. A deeper understanding of the nested sequences of period-doubling stability phases in the Hénon and other maps will likely require new insights on the nature of the towers of algebraic numbers underlying their arithmetic genesis and the nature of the accumulation points generated by them.

Declaration of Competing Interest

Authors declare that they have no conflict of interest.
Acknowledgments

JRBMA thanks CNPq, Brazil, for a doctoral fellowship. JACG was partially supported by CNPq, grant 305305/2020-4. The bitmaps in Figs. 1 and 7 were computed at the CESUP-UFRGS Supercomputer Center of the Federal University in Porto Alegre, Brazil.

References