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Abstract
Recent work has introduced social dynamic models of people’s stress-related processes, some including amelioration of stress symptoms by support from others. The effects of support may be “direct”, depending only on the level of support, or “buffering”, depending on the product of the level of support and level of stress. We focus here on the nonlinear buffering term and use a model involving three variables (and 12 control parameters), including stress as perceived by the individual, physical and psychological symptoms, and currently active social support. This model is quantified by a set of three nonlinear differential equations governing its stationary-state stability, temporal evolution (sometimes oscillatory), and how each variable affects the others. Chaos may appear with periodic forcing of an environmental stress parameter. Here we explore this model carefully as the strength and amplitude of this forcing, and an important psychological parameter relating to self-kindling in the stress response, are varied. Three significant observations are made: 1. There exist many complex but orderly regions of periodicity and chaos, 2. there are nested regions of increasing number of peaks per cycle that may cascade to chaos, and 3. there are areas where more than one state, e.g., a period-2 oscillation and chaos, coexist for the same parameters; which one is reached depends on initial conditions.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Social factors are related to stressful events in many ways. They sometimes generate stressors, are involved in avoiding and appraising them, and contribute to responding and coping with events and their consequences [1]. Since the influential work of Cohen [2], the concepts of social support, stress, and their interaction have been closely tied in both theoretical and empirical work to factors influencing health and well-being. Conversely, stressful events and coping responses are thought to influence the stability of social networks and the availability and maintenance of social supports. A transactional view of stress processes [1] begs for dynamical accounts of how the behavior of these inter-related factors unfolds over time [3–5].
Social support has been shown to have positive effects on both physical and mental health and potentially to lessen the negative effects of stress. Higher levels of social support are associated with better overall health; the effect is stronger for mental health (such as absence of depressive symptoms) than for physical health. The effects also differ with various kinds of support [6, 7]. The so-called stress-buffering hypothesis [8] suggests that in addition to the main effect of amount of support (Z) on well-being, social support also has a greater positive effect at higher levels of stress, a moderating process. This buffering is a joint effect of social support and level of stress, e.g., a Perceived Stress (X) times Social Support (Z) (vide infra) interaction.

This stress-buffering hypothesis has led to a good deal of research from which a more nuanced picture has come. The main effects of stress and social support on health are quite well supported [2, 6], but the research literature is mixed concerning the existence, magnitude, and even direction of the buffering interaction [7, 9]. Nevertheless, the posited interaction of these two factors in relation to an individual’s health and well-being, and the research that has followed, have introduced an interesting nonlinear term into this psychological topic [10], with implications when stress and responses to it are looked on as ongoing transactional processes [1] and examined longitudinally over time, both in response to a single stressful event or in the course of multiple stressors or ongoing “complex trauma” [11]. This work examines the dynamic implications of one theoretical form of the nonlinear relationships possibly underlying stress and support-seeking processes.

In a recent work, two of us [5] introduced a dynamic model of stress-related psychological health and illness processes including the nonlinear multiplicative or “buffering” term corresponding to the interaction discussed in the stress-buffering hypothesis [2, 8]. This dynamical model of stress consists of three nonlinear differential equations describing varying states of a person, perceived stress (X), symptoms of physical and psychological ill-health (Y), and social support (Z). This model was used to simulate the behavior of an individual under stress, the stationary-state stability properties of this behavior, its temporal evolution, as well as how each variable affects the others. The current paper extends this previous work and explores the role of periodic fluctuations in environmental stress on the behavior of the model, investigating the control space associated with this forcing variable. While the primary interest of this paper is exploring these theoretical dynamics mathematically, it also connects model behavior with possible corresponding psychological constructs.

2. Dynamic models of stress processes

What is presently known about nonlinear dynamic models of stress? Considering that time may be modeled as either discrete or continuous, it is possible to study temporal unfolding of aspects of the stress response in several ways. First, discrete-time models utilize iterative processes where a suitable function maps the state of the system at t_n to its state at t_{n+1}. For example, in the systems models of Smith and Stevens [4], each variable’s predictive function is given by levels of variables (including itself) multiplied by appropriate weights, similar to the simple logistic mapping in population dynamics [12]. These authors provide an iterative model of two-person psychological attachment and comfort, including something like social support in the “soothing” of one person via an attachment relationship with another. Their six equations contain nonlinear (product, reciprocal, and squared reciprocal) terms. One of us [13] adapted a dynamic model of stress and support-seeking from another iterative model, the delayed logistic map [14]. This contained a multiplicative (Stressor × Social support) term and used “experienced stress” to index ill-health. Continuous-time ordinary differential equations have also been used to study stress, notably by Neufeld [3], as well as to explore marital interaction [15], romantic love, and courting [16, 17, 18]. Neufeld’s dynamic stress model contains six variables: stressors (what we are calling Perceived stress), cognitive efficiency, decisional control, stress-sensitivity, and coping sensitivity. While not focusing on social-support per se, the model does have some constructs that overlap with this paper’s and includes multiplicative terms. Also noteworthy is work on discontinuities and catastrophe dynamics relevant to stress and illness [19]; a number of different catastrophes can be modeled across two points in time, time series, and the continuous time of the underlying model [20, 21, 22].

3. Our socially buffered response model

According to Field and Schulberg’s approach [5], stressor levels and social-support variables are taken to influence the rate of change of each other. It is assumed that the overall rate of change of one variable may be written as a sum of contributions by various distinct causal paths expressed as suitable multiplicative terms of the form variables × weights. Thus, the model considered here is [5]:

\[ \frac{dX}{dt} = k_1A + (k_2B - k_6)X + k_3Y - k_4XZ - k_5X^2, \]  
\[ \frac{dY}{dt} = k_6X - k_7Y, \]  
\[ \frac{dz}{dt} = k_8(S_0 - Z)Y - \beta k_4XZ - k_9Z. \]  

It involves three dynamic dimensionless variables \{X(t), Y(t), Z(t)\}, describing the state of the system at a particular time \(t\) and for a particular set of model parameters: (a) \(X(t)\) = Perceived psychological stress experienced by an individual, which
can be measured by self-reported or observed stressors, hassles [23], or potentially traumatic or taxing life events. This is perceived stress because it includes such factors as the person’s cognitive appraisal [1] of an event. (b) \(Y(t)\) = Symptoms of stress-related ill-health experienced by this individual. Serving as a proxy for physical or psychological symptoms, it can be measured by a variety of clinical instruments. And, (c) \(Z(t)\) = Social support received, diminishing \(X\) by way of the “buffer” \(-k_dXZ\) term in the \(dX/dt\) equation; \(Z\) can be measured as tangible and emotional assistance received, number of involved friends and family members, or in other ways. It is assumed that only limited social support is available. Thus \(S_0 = U + Z\), where \(S_0\) is total available social support, \(Z\) is the amount of social support currently in use, and \(U\) is the amount of social support that is available but currently not involved in ameliorating or buffering stress.

In Eqs. (1)−(3), the rate parameters \(k_i\) are related to the personality of the individual under stress; \(A\) and \(B\) are two theoretical and experimentally defined measures of environmental stress. All weights are treated as expendable parameters, but fitting model results to empirical observation would allow estimating them for a particular individual and environment for testing the fit of this or a similar model to psychological data. Table 1 gives the parameter values typically (and initially) used in the simulations.

Table 2
<table>
<thead>
<tr>
<th>Parameter</th>
<th>(A_0)</th>
<th>(S_0)</th>
<th>(\beta)</th>
<th>(k_3)</th>
<th>(k_4)</th>
<th>(k_5)</th>
<th>(k_6)</th>
<th>(k_7)</th>
<th>(k_8)</th>
<th>(k_9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>1</td>
<td>10</td>
<td>0.5</td>
<td>0.01</td>
<td>2</td>
<td>0.3</td>
<td>0.01</td>
<td>0.01</td>
<td>0.1</td>
<td>0.01</td>
</tr>
</tbody>
</table>

In the discussions that follow we describe the model, as well as psychological processes potentially corresponding to parameters and terms in the equations. Then the paper explores dynamics in the behavior of the model and describes some observed trajectories and patterns, particularly as certain crucial parameters are varied.

Beginning with describing terms and parameters, the \(+k_1A\) term is the contribution of the first (non-catalyzing) kind of Environmental stress, \(A\), to \(dX/dt\). Here, \(k_1\), fixed to \(k_1 = 1\), reflects sensitivity to growth of \(X\) at a particular level of stress, \(A\). For example, potentially traumatic environmental events generally increase perceived stress (via the \(A\) term). The \(+k_2B\) term reflects the above-mentioned self-catalyzing growth in \(X\) in response to stress itself. Perceived stress may generate more stress, with the strength of this feedback depending on \(k_2\). Some situations (such as an event for which a person feels responsible) can amplify the effects of the current level of perceived stress, perhaps via the emotions of guilt or shame [24]. Higher levels of Perceived stress can also lead to some behaviors that have a negative effect, such as angry or inefficient efforts at coping or excessive reassurance seeking [25,26], efforts that can backfire. This term considerably increases the model’s dynamic richness. In the numerical work reported here, the \(A\) component of stress is included in the periodic forcing equation found to provoke chaotic behavior. The parameter \(B\) is also varied in studying the dynamic behavior of the model.

The \(+k_3Y\) term reflects increasing perceived stress resulting from increasing symptoms, \(Y\). For example, increasing alcohol consumption, a symptom component of \(Y\), might result in more Perceived stress, \(X\), not less. Here we fix \(k_2 = 1\). The \(-k_4XZ\) term is the buffering effect of the \(-\) Stress \(\times\) Social support interaction. The \(-k_5X^2\) contribution reflects higher-order loss processes appearing when the level of Perceived stress becomes very high; it might be related to acute or emergency
medical attention or other factors limiting the amount of adversity one can experience. An additional \(-k_3X\) term could be added to describe efforts by the individual to counteract or ameliorate the effects of environmental stressors, for example "problem-focused coping" [1], or to account for the fact that subjective distress is likely to have an upper bound. This term does not significantly change the dynamics and its effect is included in the value of \(k_6\).

In Eq. (2), the Stress term \(\pm k_3X\) causes growth of Symptoms, \(Y\); this is the primary mechanism of the well-established effect of stress on psychological symptoms. In contrast, the \(-k_2Y\) term refers to decreasing symptoms via routes other than use of social support, e.g., through fatigue, non-acute intervention, or self-limiting processes. The complementary \(-k_2X\) term appearing in the \(dx/dt\) (Stress) equation was originally added as a mass balance [27] term. However, it does actually seem to correspond to the longstanding clinical observation [28] that expression of symptoms can decrease stress (e.g., resulting from psychological conflict). Other mass-balance terms considered were found not psychologically sensible and dropped.

In Eq. (3), the \(\pm k_0Y(S_0 - Z)\) term arises where \(Y\) (Symptoms) convert uninvolved social support, \(U\), to involved, \(Z\). The \(-\beta k_4XZ\) is also a form of mass balance. Each time a buffering event \((\pm k_3XZ)\) occurs, \(Z\) diminishes as it is only partially converted to \(U\). The \(0 < \beta < 1\) multiplier causes conversion of \(Z\) to \(U\) to occur in only a fraction of buffering events. This term captures a social-support fatigue effect, "compassion fatigue" [29], or temporary "burnout" of supportive others, or – in extreme situations – when others around the person may start to experience "Secondary Traumatic Stress" [30]. The \(-k_2Z\) term is a decay term for \(Z\) suggesting that providing support slowly self-decays to \(U\), regardless of the support-seeker’s symptom state \(Y\).

The model above is similar (but not identical) to the very successful Oregonator model [31] of the oscillatory Belousov–Zhabotinsky (BZ) chemical reaction [32]. Such models are versatile and, with suitable parameter values, yield psychologically reasonable results that exhibit the entire gamut of nonlinear dynamical behavior, e.g., oscillation, spatial pattern formation, multiple stationary states, bursting, and chaos [33,34]. For most parameter values, though, \(X(t), Y(t),\) and \(Z(t)\) simply approach unchanging (but dynamic) stationary states with constant levels of \(X(\infty), Y(\infty),\) and \(Z(\infty)\). These stable stationary states correspond to diverse "everyday" and "normal" dynamics of individuals' regulated functioning with regard to stress and symptoms of illness and inform contemporary interpretations of homeostasis [5].

Now that the causal connections and processes in the models have been elucidated and described in psychological terms, the next tasks are to probe the dynamics and patterning of the model's behavior and attempt to frame these characteristics of dynamics in similar psychological language. A parameter search conducted by Field and Schuldberg [5] revealed that Eqs. (1)-(3) do not seem to support chaotic oscillations in stress level and support seeking. However, chaotic variations were found for several situations under periodic stressor modulation of the environmental stress value \(A\) of the form

\[
A = A_0 + \rho \sin(\omega t),
\]

where \(\rho\) and \(\omega\) are the amplitude and angular frequency of the modulation, respectively.

Here, we present a systematic investigation of the periodic forcing on the distribution of regular and chaotic changes in stress response predicted by the stress model as a function of some of the main parameters controlling stress levels. These three psychological factors are \(B\), corresponding to stressors that evoke self-acceleration, and the frequency-amplitude parameters \(\omega \times \rho\) of periodic environmental modulation of one form of stressor on an individual. The frequency and magnitude of environmental stressors are two parameters with great effects on the stability of the system; as \(\omega\) or \(\rho\) is increased, the person experiences more rapid and larger incidence of stressors or potentially traumatic life events. High levels correspond to "complex trauma" [11], possibly over an extended period of time. Such situations are involved in proposed new diagnostic categories, Complex trauma disorder and Developmental Trauma Disorder in children [35] and Post-Traumatic Stress Disorder in combat participants. Investigating \(\omega\) and \(\rho\) captures both intensity and the rapidity of ongoing exposure.

4. Predicted distribution of stress variations for our socially buffered response model

The first and third rows of Fig. 1 present a sequence of frequency (\(\omega\)) vs. amplitude (\(\rho\)) stability diagrams illustrating how the complex oscillations of \(X\) evolve from \(B = 0.6\) up to \(B = 3.22\). Below each stability diagram, Fig. 1 presents bifurcation diagrams displaying the maxima of \(X\) vs. \(\omega\) along the white line at \(\rho = 10\), a level of stressor intensity where many of the relevant dynamic phenomena occur in this system as seen in the stability diagrams. The diagrams were computed and plotted as described in Methods. The colorbar on the bottom row of Fig. 1 indicates the code used to define parameter regions characterized by periodic oscillations having the same number of spikes per period. As indicated for \(B = 0.6\) (leftmost panel on the top row), frequencies and amplitudes leading to 1-spikes oscillations are shown in blue, 2-spikes in green, and for \(B \geq 1\) oscillations with 4-spikes are in red. Black pixels here and elsewhere represent chaotic behavior for a particular set of parameters, namely oscillations with no numerically detectable periodicity. As seen from the bifurcation diagram for \(B = 0.6\), the wide 1-spikes blue phase seems to be divided into two sub-phases: on the left one finds 1-spikes oscillations with amplitudes larger than those observed in the other sub-phase, on right of the 2-spikes green phase. At higher frequencies of instances of self-accelerating stressful events, the rightmost panels of the top row reveal that a new phase characterized by complex alternation of periodic oscillations emerges from the bottom. Simultaneously, the 2-spikes phase undergoes a peak-doubling cascade with phases of chaos, 3-spikes, etc. appearing in its inner part. The bifurcation diagrams also show that the subdivision into regions of larger and smaller amplitude oscillations persists. As illustrated by the stability diagrams on the third row, a regular series of striations dominates the lower part of the diagram near \(\rho = 0.5\) to 1. As \(B\) is further increased, the new phase breaks into two disconnected pieces and quickly shrinks. The regions of periodic oscillations may be thought
of as corresponding to quasi-homeostatic regulated behavior without much deviation from some sort of baseline or set-point behavior. However, at high levels of the auto-catalysis-related form of stressor, $B$, as well as repeated high-amplitude environmental events, more complex behavior occurs.

**Fig. 2** shows three additional bifurcation diagrams computed for $X$, $Y$, and $Z$ to understand the nature of the complex alternation of oscillations composing the colorful stripes. Such diagrams are computed along the white line segments drawn along $\rho = 5$, for the panels $B = 2.5$, 3.18, and 3.22 on the third row of **Fig. 1**. The diagrams illustrate the complex alternation of chaos and periodicity for these parameters. They also show that the amplitude of $X$ (Perceived stress) is essentially independent of $\omega$ (the frequency of stressors) over relatively large intervals. Thus, even when stressful events are occurring at a high frequency, the behavior of this model shows quite bounded levels of perceived stress. From a psychological point of view, it is interesting that despite the observed alternations between chaos and periodicity, the magnitude of perceived stress tends to stay within broad bounds. This also speaks to how a variety of “strategies,” mechanisms, or behavioral regimes can maintain some sort of bounded, if not steady or stationary, state.

In **Fig. 2**, at both lower and very high levels of the self-kindling stressor parameter, behavior is oscillating but somewhat periodic and regular. However, in the middle panel of **Fig. 2**, chaotic behavior begins, perhaps corresponding to circumstances where a person’s stress response, coping and recruitment of social support, while functional and remaining bounded, are unpredictable and sensitive to the relatively small vagaries of changes in psychological or environmental variables.

**Fig. 1** illustrates stability diagrams obtained by counting spikes in the $X$ variable. What do stability diagrams look like for the other two variables, $Y$ and $Z$ (symptoms and levels of social support)? The answer is given in **Fig. 3** where the panels
**Fig. 2.** Bifurcation diagrams illustrating alternation of chaos and periodic oscillations with many spikes per period. These diagrams are computed for $\rho = 5$, along the white segments indicated on the third row of Fig. 1, in the panels for $B = 2.5$, 3.18, and 3.22.

**Fig. 3.** Complex stability regions recorded on the frequency ($\omega$) vs. amplitude ($\rho$) control plane. The top and center rows show magnified views of the boxes marked in the upper right panel for $B = 2$ in Fig. 1. In each row, panels show stability diagrams obtained by counting the number of spikes per period of $X$, $Y$, $Z$, as indicated. In the bottom row, the leftmost panel shows a bifurcation diagram computed along the white segment $\rho = 1$ indicated on the three panels in the middle row. To facilitate comparison, the six points seen on the leftmost panel of the middle row are superposed on the leftmost bifurcation diagram on the bottom row. Numbers refer to the number of spikes of the oscillations. Coordinates and other relevant data for these points are listed in Table 2 (see text). The two other bifurcation diagrams display the existence of multistability and hysteresis in the system. Both diagrams are calculated along the white horizontal line $\rho = 12$ seen on the leftmost panel on the top row. Here $B = 2$. Individual panels display the analysis of $1200 \times 1200$ parameter points.
Fig. 4. Temporal evolutions of X, Y, Z computed for the six points indicated in Fig. 3. These evolutions agree with the characterizations for the six points along the horizontal line at \( \rho = 1 \) seen in the middle row of Fig. 3. Note the very subtle distortions of small amplitude in the oscillations of \( Y \). The variable \( Z \) contains peaks that are too small to be discernible on this scale. The precision of the period \( T = \pm 0.01 \) (arbitrary units) and is fixed by the step of the numerical integrations. Here \( B = 2, \rho = 1 \).

In the first two rows show magnified views of the two pink boxes marked in the third row of Fig. 1. Although they display roughly the same structure, specific details in each diagram depend on the dynamical variable considered. The bottom row in Fig. 3 shows bifurcation diagrams computed along the white segments indicated on both X panels. The several branches seen on these diagrams display the loci of the local maxima (spikes) of the X variable. To facilitate comparison, the six points seen on the center panel are superposed on the leftmost bifurcation diagram. This diagram reveals a rather complex sequence of periodic oscillations whose precise organization remains an open problem. Again note that bounded behavior is maintained. The two rightmost bifurcation diagrams on the bottom row provide evidence of multistability: they were computed by scanning the white line from right to left and from left to right as indicated, always starting from the same fixed initial condition and following the attractor (see Methods). The difference between this pair of diagrams is evidence of a hysteresis phenomenon in this region. The succession of stripes seen in the middle row of Fig. 3 resembles the organization observed recently on a rather distinct context, namely in an enzyme reaction model [36].

To understand the origin of the differences between the separate stability diagrams obtained by counting spikes of X, Y, Z, we investigated how the waveforms of these variables change for the six points along \( \rho = 1 \), as indicated in the middle X (Perceived Stress) panel in Fig. 3. Such temporal evolutions are illustrated in Fig. 4. From this figure it is clear that the spikes are much more pronounced in X (Perceived Stress) and Z (Social Support received), with Y (level of clinical Symptomatology) presenting smooth and relatively mild distortions. The oscillations in symptoms appear as a series of sawteeth, with little internal structure. In contrast, when the oscillations in Z (Social Support) reach a high level, there are more dynamics, with small oscillations on top of the larger ones; this explains the origin of the differences between the stability diagrams of
Fig. 5. Three basins of attraction illustrating multistability in the phase space of the system. Basins are centered around the (arbitrary) initial condition \((X_0, Y_0, Z_0) = (0.1, 0.1, 1.59)\). The color coding is defined by the number of spikes of \(X\). Black denotes values leading to chaotic oscillations, blue to 1-spike oscillations, and pink to divergent solutions. The diagrams include negative values of the variables, which have no meaning for the application considered here. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. The variable \(Z\) also presents spikes that are greater by an order of magnitude in their amplitude. The same is true (to a lesser extent) with Perceived Stress. In the third column of the last row of Fig. 4 we see a structure of decreasing (damped) levels of support, followed by a large drop to a low state. The successfully moderated low-stress state appears more dynamic than the high stress state, where the stress response appears to be fighting to keep stress in check. We suggest these damped oscillations in \(Z\) result as support moves back-and-forth between the involved and uninvolved pools until nearly the entire pool of supporters is eventually fatigued.

The well buffered (low) stable state is still dynamic, with small, perhaps slightly increasing oscillations. The different pictures for Stress and Support on the one hand and Symptoms on the other explain the origin of the differences between the stability diagrams in the center row of Fig. 3. The Social support variable \(Z\) also presents spikes that are greater by an order of magnitude in their amplitude. A potential interpretation of this is that Stress and Social support show bistability, while symptoms simply become a series of sawteeth. We also see here somewhat intricate inter-variable variations, much more complicated than would be predicted by an equation with two main effects and a multiplicative term across various instants. The phase diagrams in the right-hand column show the interrelationships among these variables at particular points in the parameter space and the resultant overall dynamics of the system.

Fig. 5 again illustrates the presence of multistability in the model. Depending of the initial conditions the dynamics may converge asymptotically either to a 1-spike oscillation, to a chaotic oscillation, or simply diverge. Multi-stability is abundant in the system and would require a huge amount of computation to be precisely delimited in stability diagrams. The multi-stability is interesting from a psychological point of view. In these regions of different attractors the person and potentially supportive others can fall or be pushed into one or the other of these regimes.

With periodic forcing a variety of interesting stress dynamics result. Moreover, at high levels of \(B\), the important role emerges for the type of stressor that promotes self-kindling, chaos, rapid transitions between dynamic regimes, and multistability. In addition, Fig. 5 illustrates that there are areas where the variables diverge, apparently corresponding to reactions in very extreme circumstances, including psychological decompensation, exhaustion, and collapse [37]. Such diverging represents a “runaway process” where, in spite of the down-regulating processes built into the model, the system runs out of control. Particularly in the face of stressors promoting self-catalyzing, people may decompensate in complex, diverse, and rapidly changing ways. Difficult situations may be more complicated if they are oscillating. This seems in accord with some of our psychological intuitions and observations.

5. Conclusions and outlook

The main thing that we can say psychologically is that this model is a very fundamental dynamic system of a form that seems to appear in many physical and biological scenarios. Its major feature is an autocatalytic process moderated by a negative feedback loop. The major suggestion of our calculations is that under periodically perturbed stress an individual’s behavior may become unstable and pass through many complex behaviors, including chaotic states where behavior may become unpredictable.

In the case of a chemical system, the governing dynamic equations must reflect the underlying conservation of mass, defined by the so-called stoichiometry [27] of the overall chemical reaction. We know relatively little about the psychological, interpersonal, and biological stoichiometry of human interactions, but a “stoichiometric” analogy might carry over from chemistry to psychology. We added appropriate mass-balance terms to Eqs. (1)–(3). We believe this approach holds promise for describing coupled mechanisms in psychological adaptation and self-regulation, as well as “ironic” [38] and even “spontaneous” behavior. There are regions where the model’s qualitative dynamics appear analogous to successful
coping, homeostasis in the stress response, as well as behavior corresponding to psychological and social crisis or being overwhelmed. Importantly, the role and implications of multiplicative terms in stress and coping are different when our models become dynamic ones. And, we see no recognizable behavioral sign of the buffering effect (modeled by a simple multiplicative term) posited in the stress buffering hypothesis. Will a multiplicative term in a cross-sectional predictive equation or a theoretically-based model in the social support buffering literature imply underlying generating equations containing the same multiplicative terms? In this case, apparently not: the buffering term in these differential equation does not result in a \(-XZ\) relationship in the overall dynamic structure of the model [5], at least as far as we can tell.

The methods developed in this paper can be extended to other continuous nonlinear dynamic models of adaptation, adjustment, coping, and recovery from setback. An ongoing question concerns the extent to which the relationships found in single-point-in-time cross-sectional psychological research on psychological processes may or may not provide insights into these same processes' underlying dynamics.
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Appendix

The isospike diagrams [39–41] in Figs. 1, 3, and Fig. 5 were obtained by solving the model equations numerically; the parameter values are those in Table 1, unless indicated otherwise. We used the standard fourth-order Runge-Kutta algorithm with fixed-step, \(h = 0.01\). over a mesh of equally spaced points, usually 1200 \(\times\) 1200 points. For each value of \(\omega\), integrations were started from the arbitrary initial condition \((X, Y, Z, t_0) = (0.1, 0.1, 5.19, 5.1)\) and continued mostly from left to right by following the attractor [42–44], namely by using the last obtained values of the variables to start every new integration involving infinitesimal changes of parameters. The first \(10^6\) time-steps were discarded as transient time needed to reach the final attractor. The subsequent \(10^6\) iterations were then used to compute the number of spikes contained in one period of the oscillations, by recording up to 800 extrema (maxima and minima) of the time series of the variable under consideration, together with the instant when they occur, and recording repetitions of the maxima. As indicated by the colorbar in the figures, a palette of 17 arbitrary colors was used to represent “modulo17” (i.e. recycling colors) the number of peaks (maxima) contained in one period of the oscillations. The bifurcation diagrams in Figs. 1, 2, and 3 were obtained by the same procedure described above, plotting the local maximum values (spikes) of the variable of interest. In such diagrams, both axes were divided into 600 equally spaced values. For additional details concerning the computation of stability diagrams see the survey in Ref. [44].

References