Complete sets of initial vectors for pattern growth with elementary cellular automata
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A B S T R A C T

Computer simulations of complex spatio-temporal patterns using cellular automata may be performed in two alternative ways: either by applying the traditional timewise updating algorithm [1–5], or by applying a complementary spacewise updating [6,7]. In both cases, the critical information required to start simulations is a set of initial conditions defining the initial state of the automaton. Even after discounting trivial repetitions, the number of initial conditions grows exponentially fast with the lattice size \(k\). For instance, for the simplest possible class of automata, namely for binary automata, an upper bound for the number \(n_0(k)\) of initial conditions that need to be explicitly investigated to find exhaustively all possible dynamical behaviors of the automaton is \(n_0(k) = 2^k\). This quantity provides simultaneously an estimate of the size of the sampling space that needs to be probed, as well as an indication of the computational complexity of the search that needs to be performed.

In many applications, particularly in statistical physics, one is interested in the dynamics at the so-called thermodynamic limit, i.e. the limit \(k \to \infty\). The problem of investigating accurately the thermodynamic limit is that the exponential growth of the dimension of the sampling space frequently prevents an exhaustive search of all possible patterns supported even by the most elementary binary automata. So, instead of accurate exhaustive results, the thermodynamic limit forces one to be content with just statistical estimates of the asymptotic behaviors. This difficulty by no means prevented the useful application of cellular automata to many situations of interest in several disciplines, as amply described in several books and in the technical literature [1–5].

A totally different class of applications focuses not on the thermodynamic limit but on the simulation of complex spatio-temporal patterns and, with particular emphasis, on classifying exhaustively all patterns supported by specific rules. Of great interest are temporally periodic patterns like those typically present in, say, models of crystal growth or in the so-called “gliders”, i.e. in spatially localized or traveling structures characteristic of complex “class 4” automaton rules [1,4]. Three representative examples of gliders are shown in Fig. 1, generated by rule 20, a popular rule among those known for their complex dynamics [8–12]. Under rule 20, the state of any given site \(i\) at time \(t+1\) depends on the state of the site at time \(t\) as well as on the state of its nearest and next-nearest neighbors through the sum

\[
\Sigma_i(t) \equiv \sigma_{i-2}(t) + \sigma_{i-1}(t) + \sigma_i(t) + \sigma_{i+1}(t) + \sigma_{i+2}(t)
\]

and is synchronously updated as follows:

\[
\sigma_{i}(t+1) = \begin{cases} 
1 & \text{if } \Sigma_i(t) \in I, \\
0 & \text{otherwise.}
\end{cases}
\]

For rule 20, the set \(I\) contains just two numbers, namely \(I = \{2, 4\}\). Fig. 1 illustrates the asymmetry \(T \ll W\) frequently observed between the period \(T\) and width \(W\) of complex gliders. To quantify
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1 A binary automaton is one in which individual cells may assume one of two possible values.
Comparison between width and period of all known static patterns supported by the rule 20. Values taken from Wolfram [4], except for the situation marked with an asterisk, reported in Ref.[7]. Note that only one glider has a 1. Temporal evolution is recorded vertically downwards while the state of any site \(\sigma_i\) is synchronously updated by Eq. (2), where \(\sigma_i(t)\) is the state (or value) of the automaton at (spatial) site \(i\) at time \(t\). For the evolution rules that interest us here, the state of any site \(i\) at time \(t+1\) is given by a function that depends on the sum of the states at time \(t\) of the site \(i\) and its nearest and next-nearest neighbors. This sum is defined by Eq. (1) and the state of each site \(i\) is synchronously updated by Eq. (2), where \(I\) is a suitably-defined set; for example, \(I = \{2, 4, 5\}\) for rule 20, while \(I = \{2, 4, 5\}\) for rule 52, etc.

The classical timewise updating algorithm for such an automaton starts with the selection of a convenient spatial dimension, say \(L\) cells, and by the imposition of the periodic boundary condition \(\sigma_i(t) = \sigma_{i+L}(t)\) for all \(i\) and all \(t\); this amounts to defining the automaton on a cylinder whose circumference has \(L\) cells. A choice is made for the state of the automaton at time \(t = 0\) and the values for \(t = 1, 2, \ldots\) and so on, are calculated. There are of the order of \(2^L/L\) choices for the state at \(t = 0\); see Ref. [7] for details.

One of the questions that might be asked about such an automaton is whether there exist gliders (non-zero time-periodic structures on an all-zero background) or (time-periodic) interfaces (between the all-zero state to the left of a fixed site \(i\) and a non-zero state to the right). An exhaustive implementation of the above procedure for a given value of \(L\) and all possible choices for time \(t = 0\) will probably discover a number of such gliders and interfaces. This approach has two main problems: for \(L\) moderately large, the number of choices for \(t = 0\) becomes unwieldy, while the procedure will miss structures of spatial dimension greater than \(L\). One might successively increase \(L\) in an attempt to compensate for the second problem, but this just makes the first problem worse.

Instead of the above “timewise” updating, it has proved practicable to implement “spacewise” updating in the search for gliders and interfaces, provided we first fix a temporal period \(k\). Typically, we start on the left with \(\sigma_i(t) = 0\) for \(1 \leq i \leq 4\) and for all \(t\); this corresponds to 4 vertical columns containing only the value 0. We then choose an “initial vector” \(v_k\), a column vector with \(k\) entries which are, reading from the top, the values of \(\sigma_j(t)\) for \(t = 0, \ldots, k - 1\). We impose the periodicity condition that \(\sigma_i(t) = \sigma_i(t + k)\) for all \(i\) and all \(t\). We then note that if \(\sigma_i(t)\) is known, and if the values of \(\sigma_j(t - 1)\) are also known for \(j = i - 2, \ldots, i + 1\), then the value of \(\sigma_{i+2}(t - 1)\) is restricted because of Eq. (2). The value of \(\sigma_{i+2}(t - 1)\) might be either “necessarily 0” or “necessarily 1”, it might be “either 0 or 1”, or it might be “impossible”. In the latter case, the updating stops. In the ambiguous case, we will have to develop each possibility separately. Thus if we know all columns up to \(i + 1\), then as we know \(\sigma_i(k)\) by periodicity, the values for column \(i + 2\) are restricted as just described. It might seem that this sidewise updating would itself rapidly become unmanageable because of the ambiguities, but in practice we have found [6] it to be workable. It can be (and was) even used by hand with pencil and squared paper to prove that rule 52 admits no static gliders or interfaces of minimal temporal period 4 or 5, when all sidewise updatings ended in the “impossible” case. It is the purpose of the present work to describe an algorithm, recursive in \(k\), to systematically generate all possible initial vectors \(v_k\) mentioned above.

![Fig. 1. Typical size asymmetries between period T and width W observed in gliders supported by rule 20. Time runs vertically downwards. Left column, from top to bottom: (T, W) = (4, 21), (4, 22), (5, 37). Right column: example of a situation with (T, W) = (38, 31). The left column illustrates situations where T ≪ W while in the right we show the only known glider with T > W (see Table 1).](image-url)
3. The complexity of testing all initial conditions

How could a glider have been missed during the timewise search mentioned above? We argue the answer to be likely related with the total number \( n(k) \) of initial conditions (without repetitions) that need to be investigated in order to find rigorously all possible periodic patterns with a “characteristic length” \( k \), either temporal or spatial.

For elementary 1D totalistic (deterministic) cellular automata and independently of the automaton rule, we have recently shown that \( n(k) \) is given by

\[
    n(k) = \frac{1}{k} \left( \sum_{d \mid k} \mu \left( \frac{k}{d} \right) \right) (2^d - 1),
\]

where \( \mu(k/d) \) is the M"obius function \([7]\). This expression is valid for both timewise and spacewise updating algorithms. It does not contain the divisors \( d \) of \( k \). For each divisor \( d \) of \( k \) one needs to investigate an additional \( n(d) \) possibilities, making the total number of initial conditions to be tested to grow to

\[
    n_{\text{tot}}(k) = 1 + \sum_{d \mid k} n(d),
\]

where the extra 1 counts the trivial vector \((0, \ldots, 0)\).

Now, from Table 1 one sees that the missing glider has \( T = 6 \) and \( W = 73 \). This means that even considering just lower bounds, the number of initial conditions that one needs to investigate using spacewise and timewise updating are, respectively,

\[
    n_{\text{tot}}(6) = 13, \quad n_{\text{tot}}(73) = 129379903640264252431 \simeq 10^{20},
\]

without counting the extra 4 sites needed by the timewise updating to enforce periodic boundary conditions and subtracting 1 from \( n_{\text{tot}}(k) \), to account for the trivial initial condition \((0, \ldots, 0)\). Thus, while spacewise updating requires studying the dynamical evolution for 13 initial conditions, timewise updating requires studying of the order of 10^{20} conditions.

The huge number of initial conditions normally required when dealing with timewise updating made totally superfluous questions concerning size and completeness of the set of initial conditions. However, independently of the updating algorithm used, there are situations where one can provide exhaustive answers. In Table 2 we compare \( n(k) \) and \( n_{\text{tot}}(k) \) with \( n_u(k) \equiv 2^k \), the upper bound of \( n_{\text{tot}}(k) \). The table also contains the net “gain” \( g(k) \), i.e., the number of non-primitive initial conditions that do not need to be considered because they would just repeat situations already represented. Note that while for \( k = 10 \) one only needs to test about 10% of the total initial conditions, for \( k = 15 \) this number already drops to 6.8%. As mentioned above, the strong reduction as \( k \) increases allows one to perform definitive classifications for a number of problems without having to rely on statistical estimates.

The purpose of this paper is to describe an efficient algorithm that allows one to sort out efficiently the minimal set of initial conditions that need to have their dynamics investigated explicitly.

4. The generation of initial conditions

The aim of this section is to describe the algorithm for producing without redundancy the minimal set \( I(k) \) of initial “k-vectors” or, equivalently, “k-seeds” that must be investigated individually in order to classify exhaustively all periodic patterns having a characteristic length \( k \) (either temporal or spatial) for a given binary cellular automaton of interest. The total number of \( k \)-vectors in the minimal set \( I(k) \) is given by Eq. (4). The algorithm produces the \((k-1)\)-seeds from a knowledge of the \(k\)-seeds. This recursive procedure was tested explicitly up to \( k = 25 \) and found to be quite efficient. It should be noted that \( I(k+1) \) is less than double the size of \( I(k) \), and that it is trivial to start the recursive process.

4.1. Preliminaries

Because cyclic permutations of a \( k \)-seed give the same result, it is clear that the first three minimal sets \( I(k) \) of initial conditions can be taken as

\[
    I(1) = \{ (0) \}, \quad I(2) = \{ (1, 0), (0, 0) \}, \quad I(3) = \{ (1, 1, 0), (1, 0, 0), (0, 0, 0) \}.
\]

This shows that the number of 1-, 2-, and 3-vectors are, respectively, 2, 3, and 4. In general, a \( k \)-vector may be represented by \( u = (a_1, \ldots, a_k) \) with entries \( a_j \) from \( F_2 = \{0, 1\} \). The main goal of the algorithm is to produce \( I(k+1) \) from knowledge of \( I(k) \). When no confusion arises, we will say “vector” instead of \( k \)-vector.

A very useful property of a pair of \( k \)-vectors \( u = (a_1, \ldots, a_k) \) and \( v = (b_1, \ldots, b_k) \) is that they may be always ordered lexicographically. In other words, we may write \( u > v \) if there exists \( j > 1 \) such that \( a_j = 1 \) and \( b_j = 0 \) while \( a_i = b_i \) if \( i < j \). For example,

\[
    (1, 0, 1, 0, 1, 1, 1) > (1, 0, 1, 0, 1, 1, 0),
\]

because \( a_1 = b_1, a_2 = b_2, a_3 = b_3, a_4 = 1, b_4 = 0 \). We will write \( u \geq v \) if either either \( u > v \) or \( u = v \). Then \( \geq \) is the so-called “lexicographic” order \([13]\) on the set of \( k \)-vectors with entries in \( F_2 \). Given \( k \)-vectors \( u \) and \( v \), either \( u > v \) or \( v > u \) or \( u = v \). The set of initial conditions \( I(k) \) will be “minimal” in the sense that all its elements are always distinct: \( u \not\equiv v \). It is well known that any non-empty set of \( k \)-vectors with entries from \( F_2 \) has a maximum (or greatest) element with respect to this order \([13]\).

We will say that two \( k \)-vectors are equivalent if one may be obtained from the other by a suitable number (between 0 and \( k - 1 \) inclusive) of applications of the cyclic permutation \((1, 2, \ldots, k)\). For example, the vectors

\[
    u_1 = (1, 0, 1, 0), \quad u_2 = (1, 1, 0, 1), \quad u_3 = (0, 1, 1, 1), \quad u_4 = (1, 0, 1, 1).
\]
form a complete class of equivalent vectors which is ordered lexicographically as follows:

\[ u_2 > u_1 > u_4 > u_3. \]

We take \( u_2 \), the maximum element with respect to the lexicographic order, as the representative of the class. It is clear that, apart from the “exceptional” vectors \((1, \ldots, 1)\) and \((0, \ldots, 0)\), a chosen representative \((a_1, \ldots, a_k)\) of an equivalence class will always have \(a_1 = 1\) and \(a_k = 0\).

From Eqs. (7)-(9) one might have the impression that \( I(k + 1) \) may be obtained from \( I(k) \) by adjoining a 1 to the left side of each vector of \( I(k) \) and finally adding the vector \((0, \ldots, 0)\). However, \( I(4) \) is given by

\[
I(4) = \{(1, 1, 1, 1), (1, 1, 1, 0), (1, 0, 1, 0), (0, 0, 0, 0)\}. \tag{14}
\]

\[
(1, 1, 1, 0), (1, 0, 1, 0), (1, 0, 0, 0). \tag{15}
\]

From this, one sees that the vector \((1, 0, 1, 0)\) is not obtained from \( I(3) \) by the above procedure. Note that \((1, 0, 1, 0)\) is a repetition of the 2-vector \((1, 0)\). In other words, we may consider that \((1, 0)\) is a divisor of \((1, 0, 1, 0)\) as 2 divides 4.

We say that a \(k\)-vector \( v \) has minimal period \( d \) if \( d \) is the smallest number such that \( v \) is invariant under a cyclic-shift of \( d \) places; such a \( d \) must be a divisor of \( k \).

The set \( I(k) \) is formed by the union of two disjoint sets

\[ I(k) = N(k) \cup D(k). \tag{20} \]

The first set, \( N(k) \), is the set of all initial vectors which correspond to minimal period \( k \). That is, \( N(k) \) is the complete set of chosen representatives of the various classes of those vectors that correspond to minimal period \( k \). The second set \( D(k) \) is related with the divisors of \( k \). If \( d \) is a divisor of \( k \) with \( 1 < d < k \), then certain \( k \)-vectors correspond to minimal period \( d \). From each equivalence class of vectors with minimal period \( d \) where \( 1 < d < k \), we choose the maximal vector with respect to the lexicographic order as the representative, and write \( D(k) \) for the set of all such representatives. We include the case \( d = 1 \), which corresponds to the \( k \)-vector \((1, \ldots, 1)\). The vector \((0, \ldots, 0)\) belongs to \( D(k) \) because it is invariant under shifts by 1 place.

For any \( v \in I(k) \) we define \( b = b(v) \) as the size of a maximal block of cyclically-consecutive entries which are all equal to 1 in the vector \( v \). For example, if \( v = (1, 0, 0, 1, 1) \) then \( b = 3 \) because, due to the boundary conditions, we consider the three entries “1” to be cyclically-consecutive, while if \( v = (1, 0, 1, 1, 0) \) then \( b = 2 \).

Next, for a given \( v \in I(k) \), we need to be able to (1) calculate \( b \); (2) to locate all blocks of \( b(v) \) cyclically-consecutive 1’s \( v \); (3) provided that \( b \geq 1 \), to find the blocks of exactly \( b - 1 \) cyclically-consecutive entries equal to 1, if any. In this context, a “block of exactly 0 entries equal to 1” is defined to be an entry equal to 0.

It may happen that \( v \) possesses more than one block of \( b \)-cyclically-consecutive entries equal to 1. For example, if \( v = (1, 1, 1, 0, 1, 1, 0, 1, 0) \), then \( b = 3 \) and \( v \) possesses 2 blocks of 3 cyclically-consecutive entries equal to 1.

If \( v \) possesses just one block of \( b \)-cyclically-consecutive entries equal to 1, we will say that \( v \) possesses a “unique maximal block” and we will say that \( v \) is a UMB vector. For example, \( v_1 = (1, 0, 1, 1, 0, 1, 0, 0, 1) \) is a UMB vector with \( b = 3 \).

If a vector \( v \) is a UMB vector and if its unique maximal block is situated at the beginning (i.e. at the left-hand end)

of \( v \), then \( v \) must be an initial vector because \( v \) is greater (in the lexicographic order) that any shift of \( v \). For example, \( v_2 = (1, 1, 1, 0, 1, 0, 1, 1, 0) \) is an initial vector of \( I(10) \) with \( b = 3 \).

Obviously, \( v_2 \) may be obtained by performing two shifts on \( v_1 \) above.

If a vector \( v \) is initial it must commence with a maximal block of \( b \) consecutive entries equal to 1, because of the lexicographic order, but it need not be a UMB vector. For example, \( v = (1, 1, 1, 0, 1, 1, 0, 0, 0) \) is an initial 10-vector. Here \( b = 3 \) and \( v \) has two blocks of 3 cyclically-consecutive entries equal to 1.

### 4.2. The algorithm

It is assumed that a lexicographically ordered \( I(k) \) is known for some \( k \geq 1 \). As mentioned before, the aim is to generate an ordered \( I(k + 1) \) from the knowledge of \( I(k) \).

For convenience, during the computation we will use \( I(k + 1) \) as a place-holder for the vectors generated, possibly containing redundancies. Such redundancies will be eliminated by performing a lexicographic ordering at the end.

Start by adjoining a 1 to \((0, \ldots, 0) \in I(k) \) to get \((1, 0, \ldots, 0) \in I(k + 1) \). Add the \((k + 1)\)-vector \((0, \ldots, 0) \) to \((k + 1) \).

Proceeding in lexicographic order, for each \( v = (a_1, \ldots, a_k) \in I(k), v \neq (0, \ldots, 0) \), determine the value of \( b = b(v) \). Further, determine the minimum period, \( d \), to which \( v \) corresponds; \( d \) is necessarily a divisor of \( k \) (possibly equal to \( k \)). Store this minimum period \( d \). By definition of \( b(v) \), \( v \) has one or more maximal blocks of exactly \( b = b(v) \) consecutive 1’s. In particular, provided \( v \neq (0, \ldots, 0) \), \( v \) must begin with a maximal block of \( b \geq 1 \) consecutive entries equal to 1. After this, the algorithm consists essentially of performing two tasks:

(a) Shift \( v \) successively through \( 0, 1, \ldots, d - 1 \) places to obtain vectors \( v_0 = v, v_1, \ldots, v_{d-1} \). For each \( i = 0, \ldots, d - 1 \), check to see if \( v_i \) starts with a block of \( b \) consecutive 1’s. If \( v_i \) starts with a block of \( b \) consecutive 1’s, adjoin a 1 to obtain \( (1, v_i) \). This vector must start with a unique maximal block of \( (b + 1) \) 1’s and so must be initial. Place this vector \((1, v_i)\) into \((k + 1)\). If \( v_i \) does not start with a block of \( b \) consecutive 1’s, proceed to the next \( i \).

(b) Check whether \( v \) has one or more blocks of exactly \( b - 1 \) consecutive 1’s. If so, then shift \( v \) an appropriate number of times up to a maximum of \( d - 1 \) places so that each such block, in its turn, appears at the front. After each such shift, test to see whether the resulting vector, \( v' \), ends in a 0 or a 1. If the vector \( v' \) ends in 1, then discard it; else create a \((k + 1)\)-vector \( v'_1 \) by adjoin a 1 at the front of the vector \((1, v')\). This vector is not initial; discard it. Proceed to the next \( v \).

Proceed to the next \( v \in I(k) \).

Finally, put the vectors of \((k + 1)\) into lexicographic order. This ends the algorithm. Note that in step (a), all \((k + 1)\)-vectors produced are distinct and are UMB vectors. Step (b) never produces

\[ \text{v}_2 \text{ of course, } \text{v}_0 \text{ does.} \]

\[ \text{It might seem that this should not occur; it will not if } b \geq 2, \text{ but might occur if } b = 1 \text{ because a block of exactly 0 1’s is, by our definition, a 0. For example, } (0, 1, 0) \text{ to } (1, 0, 1, 0) \text{ but } (0, 0, 1) \text{ is discarded.} \]

\[ \text{The potential new vector if } (0, 0, 1) \text{ which was not discarded} \]
UMB vectors and so there is no possibility that vectors from (a) and (b) might coincide.

Examples.

(i) Take \( v = (1, \ldots, 1) \in l(k) \). Then step (a) gives \((1, 1, \ldots, 1) \in l(k + 1) \).

(ii) Take \( v = (1, 1, 0, 1, 1, 0, 0) \in l(7) \). Then step (a) gives distinct vectors \((1, 1, 1, 0, 1, 0, 1) \) and \((1, 1, 1, 0, 0, 1, 1) \) \( \in l(8) \).

(iii) Consider \( k = 14 \) and \( v = (1, 1, 0, 1, 1, 0, 0, 1, 1, 0, 0) \) \( \in l(14) \). Period \( p = 7 \). We append \( a \) to the front of \( v \) to get \((1, 1, 1, 0, 1, 1, 0, 0, 1, 0, 1, 0, 1) \) \( \in l(15) \). If we were to shift \( v \) by 7 places the result would be \( v \) again, which is of no further interest; we avoided this by only shifting \( v \) through 0, 1, \ldots, \( d - 1 \) places. However, a shift of 3 places gives \( v_3 = (1, 1, 0, 0, 1, 1, 0, 1, 1, 0, 0, 1, 1) \) \( \neq v \); when we adjoin \( a \) to the front of \( v_3 \) we get \((1, 1, 1, 0, 0, 1, 1, 0, 1, 1, 0, 0, 1, 1, 0, 0) \) \( \in l(15) \), and this is different to the vector found above. All other possible shifts will either give \( v \) or \( v_3 \) or else a vector that does not start with a block of 2 1s. For example, a shift of 10 places gives \((1, 1, 0, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0) \).

Example. Take \( v = (1, 0, 0, 1, 0, 1) \) with \( b = 1 \). Each of the 4 entries equal to 0 counts as a block of \( b - 1 = 0 \) consecutive 1s. We will shift each in turn to the front:

\[
(0, 0, 1, 0, 1, 0, 1),
\]

\[
(0, 1, 0, 1, 0, 1, 0),
\]

\[
(0, 1, 0, 1, 0, 0, 1),
\]

\[
(0, 1, 0, 0, 1, 0, 1).
\]

Of these, we discard the first, third and fourth. We take the second, \( v' = (0, 1, 0, 1, 1, 0) \), and adjoin \( a \) at the front: \( v'_1 = (1, 0, 1, 0, 1, 0, 1) \). This vector is initial and has \( d = 2 \); we place it in \( l(8) \).

Step (b) in the above algorithm may be replaced by the following alternative step:

(b) (alternative) Check whether \( v \) has one or more blocks of exactly \( b - 1 \) consecutive 1s. If so, then if \( b = 1 \) then shift \( v \) (up to a maximum of \( d - 1 \) places) \( v \) to the front, \( v \) appears in succession \( v' \) \( v' \) retains the property, \( v' \) then discard it. Otherwise create a \((k + 1)\)-vector \( v'_1 \) by adjoining \( b = 1 \) to the front of \( v' \). Test to see if \( v'_1 \) is initial; if so, place it in \( l(k + 1) \) and if not, discard it. On the other hand, if \( b > 2 \) shift \( v \) (up to a maximum of \( d - 1 \) places) \( v \) so that each block of \( b - 1 \) cyclically-consecutive 1s, in its turn appears at the front.\(^5\) On each occasion, create a \((k + 1)\)-vector \( v'_1 \) by adjoining \( b = 1 \) at the front of \( v' \). Check to see whether \( v'_1 \) is initial. If it is initial, add it to the set \( l(k + 1) \), otherwise discard it.

Proceed to the next \( v \in l(k) \).

To conclude this section, we remark that although convenient for humans, lexicographic order is not strictly necessary for the machine. In fact, the ordering may be omitted without altering the final results. What matters is that each vector be a representative of its class.

5. Validation

The purpose of this section is to show that the above algorithm: (1) produces \( l(k + 1) \) containing a complete set of initial vectors, and (2) does not give repetitions.

(1) Suppose that \( v_1 \in l(k + 1) \), \( v_1 \neq (1, 0, \ldots, 0) \) and \( v_1 \neq (0, 0, \ldots, 0) \). We wish to show that \( v_1 \) arises from some vector \( v \in l(k) \) in either (a) or (b) above. We may also assume \( v_1 \neq (1, 1, \ldots, 1) \) because this vector is produced by (a) from the \( k \)-vector \((1, \ldots, 1) \in D(k) \).

Thus \( v_1 \) starts with \( b = b(v_1) \geq 1 \) consecutive 1s, followed by at least one 0.

If there are no other blocks of \( b \) consecutive 1s in \( v_1 \) then \( v_1 \) arises by adjoining a 1 to the left of a \( k \)-vector \( v \) where \( b(v) = b - 1 \) and such that \( v \) starts with a block of \( b - 1 \) consecutive 1s; such a vector \( v \) can, if necessary, be shifted to a vector \( v^* \in l(k) \) and so \( v_1 \) will have been constructed in (a) or (b).

Suppose that \( v_1 \) possesses further blocks of \( b \) consecutive 1s. Again, \( v_1 \) arises by appending a 1 to the left of a \( k \)-vector \( v \). In this case, \( b(v) = b \) and \( v \) must have started with a block of \( b - 1 \) consecutive 1s; such a vector \( v \) can be shifted to give a vector \( v^* \) which starts with a block of \( b \) consecutive 1s and which belongs to \( l(k) \), so that \( v_1 \) arises in (b).

(2) In (a) and (b) we produce new vectors by appending a 1 to the left of vectors which are shifts, by at most \( d - 1 \) places (where \( d \) is the minimum period) of vectors in \( l(k) \). Suppose the vector \( v_1 \) has been produced by appending a 1 to the left of a \( k \)-vector \( v \). Then \( v \) is equivalent to a vector \( v^* \in l(k) \), and arises only once in the process of successively shifting \( v^* \) by 0, 1, \ldots, \( d - 1 \) places. It follows that the vectors produced in the algorithm are distinct among themselves.

6. Algorithm overview

We now give an abridged description of the algorithm of Section 4.2. This abridged version generates the same set generated by the algorithm of Section 4.2. It is however shorter because it relies on concepts and notation introduced in the previous sections. As above, the goal is to generate \( l(k + 1) \) assuming that the lexicographically ordered set \( l(k) \) is known.

Apart from the “exceptional” vectors \((1, \ldots, 1) \) and \((0, \ldots, 0) \), a representative vector \((v_1, \ldots, v_k) \) will always have \( v_1 = 1 \) and \( v_k = 0 \).

The algorithm consists of the following steps:

1. Adjoin 1 to the exceptional vector \((0, \ldots, 0) \) to get \((1, \ldots, 0) \) and place this vector in \( l(k + 1) \). Place the \((k + 1)\)-vector \((0, \ldots, 0) \) into \( l(k + 1) \).
2. For each vector \( v \in l(k) \) we need to:
   (a) Calculate the minimal period \( d \) of \( v \).
   (b) Calculate \( b \equiv b(v) \), defined as the size of a maximal block of cyclically-consecutive entries which are all equal to 1 in the vector \( v \).
   (c) Locate all blocks of \( b \) cyclically-consecutive 1s in the first \( d \) places of \( v \).
   (d) Provided that \( b \geq 1 \), locate all the blocks of exactly \( b - 1 \) cyclically-consecutive entries equal to 1 in the first \( d \) places of \( v \).
   (e) Shift each block of size \( b \) found in (c) to the leftmost position and produce new vectors \( v_1 \in l(k + 1) \) by appending a 1 to the left of the shifted vectors \( v \in l(k) \). Drop all non-initial vectors, if any.
   (f) If \( b \geq 1 \) and if \((b - 1)\)-blocks exist, repeat (e) but for all the blocks with \( b - 1 \) cyclically-consecutive entries equal to 1 found in (d). Drop all non-initial vectors, if any.
3. Order \( l(k + 1) \) lexicographically.

7. Conclusions and outlook

In conclusion, we have presented an explicit algorithm to generate recursively \emph{complete sets of initial conditions} that need to be

5 After each rotation, the resulting vector, \( v' \), must end in a 0 because \( b > 1 \).
tested individually in order to obtain exhaustive classification of patterns, not mere statistical estimates. The algorithm may be applied equally well to classify spatial or temporal patterns in systems with a minimal characteristic length $k$. From the discussion in Section 3 and a comparison between the numbers given in Eqs. (5) and (6) one realizes that the choice of an adequate updating algorithm plays a decisive role: while the thermodynamic limit is certainly out of reach for exhaustive classifications, much remains to be discovered regarding the classification of periodic patterns with finite sizes. In particular, spacewise updating might be now efficiently used to grow patterns under rules of arbitrary complexity. A recent systematic search combining the spacewise updating algorithm with a brute force scan of the initial conditions has produced unexpected results, revealing patterns that were so far overlooked in previous classifications [7]. Now, using the minimal set of initial conditions as described here, it should be possible to conduct much wider searches of complex patterns with longer periods. It should also be possible to adapt the spacewise updating algorithm to classify automatically traveling gliders and to investigate what sort of gliders are capable of surviving repeated collisions in the lattice and, thus, may be used as carriers of useful information across extended spatial domains. The present algorithm combined with spacewise search is also expected to help finding exhaustive answers concerning the spatio-temporal organization of cellular automaton models of interesting applications such as, for example, computer networks [14–17], secure schemes to share encrypted color images [18], modeling of biological patterns and processes like, e.g., tumor growth [19,20], efficient means to share encrypted color images [18], modeling of biological patterns with finite sizes. In particular, spacewise updating might be now efficiently used to grow patterns under rules of arbitrary complexity. A recent systematic search combining the spacewise updating algorithm with a brute force scan of the initial conditions has produced unexpected results, revealing patterns that were so far overlooked in previous classifications [7]. Now, using the minimal set of initial conditions as described here, it should be possible to conduct much wider searches of complex patterns with longer periods. It should also be possible to adapt the spacewise updating algorithm to classify automatically traveling gliders and to investigate what sort of gliders are capable of surviving repeated collisions in the lattice and, thus, may be used as carriers of useful information across extended spatial domains. The present algorithm combined with spacewise search is also expected to help finding exhaustive answers concerning the spatio-temporal organization of cellular automaton models of interesting applications such as, for example, computer networks [14–17], secure schemes to share encrypted color images [18], modeling of biological patterns and processes like, e.g., tumor growth [19,20], efficient means of simulating mixing and segregation of granular media [21] as well as in a number of fundamental open questions in physics [22–31].
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Appendix A. MAPLE code for computing $n(k)$ and $ntot(k)$

The following MAPLE code evaluates Eqs. (3) and (4) and may be used to extend Table 2. The program is set here to generate all values of $n(k)$ and $ntot(k)$ up to $k = 73$, the value given in Eq. (6). It runs in a small fraction of a second. It is instructive to run it and see how fast these numbers grow.

```maple
with(numtheory):
n(1) := 1:
n(2) := 1:
for k from 3 to 73 do
    pdiv := divisors(k)[1..(tau(k)-1)]:
    sr(k) := 0:
    ntot(k) := 1:
    for d in pdiv do
        print( k, n(k), ntot(k) );
        pdiv := divisors(k):
        for d in pdiv do
            print( k, n(k), ntot(k) );
            od:
            n(k) := (2^k - (sr(k)+1))/k:
            for d in pdiv do
                print( k, n(k), ntot(k) );
                od:
            n(k) := (2^k - (sr(k)+1))/k:
        od:
    od;
end:
```

Alternatively, one may also use a MAPLE function to obtain $n(k)$ as follows:

```maple
with(numtheory):
for k from 1 to 73 do
    pdiv := divisors(k):
    soma(k) := 0:
    for d in pdiv do
        soma(k) := soma(k) + mobius(k/d)*(2^d - 1):
    od:
    n(k) := soma(k)/k:
    print( k, n(k) ):;
end:
```
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